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Policy Search for Model Predictive Control
with Application to Agile Drone Flight

Yunlong Song, Davide Scaramuzza

Abstract—Policy Search and Model Predictive Control (MPC)
are two different paradigms for robot control: policy search
has the strength of automatically learning complex policies
using experienced data, while MPC can offer optimal control
performance using models and trajectory optimization. An open
research question is how to leverage and combine the advantages
of both approaches. In this work, we provide an answer by
using policy search for automatically choosing high-level decision
variables for MPC, which leads to a novel policy-search-for-
model-predictive-control framework. Specifically, we formulate the
MPC as a parameterized controller, where the hard-to-optimize
decision variables are represented as high-level policies. Such
a formulation allows optimizing policies in a self-supervised
fashion. We validate this framework by focusing on a challenging
problem in agile drone flight: flying a quadrotor through fast-
moving gates. Experiments show that our controller achieves
robust and real-time control performance in both simulation and
the real world. The proposed framework offers a new perspective
for merging learning and control.

Code: https://uzh-rpg.github.io/high_mpc
Video: https://youtu.be/Qei70GIEIXY

I. INTRODUCTION

Mobile robots operate in a dynamic world. Notably, quadro-
tors are agile robots that can navigate at high speeds in highly
complex and dynamic environments otherwise inaccessible
to humans. However, sudden environmental changes, like
dynamic obstacles, can raise fundamental problems for the
vehicle control since they require the vehicle to have fast
reactions and replan its trajectory quickly.

An essential requirement for agile drone flight in dynamic
environments is to adapt the vehicle trajectory rapidly de-
pending on the environmental changes. State-of-the-art model-
based approaches have shown to be effective for controlling
the quadrotor in both static and dynamic environments [1]—
[10]. For example, in the context of drone racing [11]-[13]], the
drone has to fly through a sequence of static gates (subjected
to small disturbance) at extremely high speeds.

Model predictive control (MPC) [[14] has been shown to be a
powerful model-based approach for solving complex quadrotor
control problems [3]], [[15]-[18[]. For example, the perception-
aware MPC [15] is a framework that unifies both planning and
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Fig. 1: An overview of the proposed policy-search-for-model-
predictive-control framework.
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Fig. 2: An application of the proposed method for flying a
quadrotor through a fast moving gate.

perception objectives. MPC is increasingly gaining popularity
in many robotic domains, thanks to its capability of simultane-
ously dealing with complex nonlinear dynamic systems while
satisfying different state and input constraints.

Despite the successes, many MPC applications still expe-
rience significant challenges, such as the requirement of an
accurate mathematical model and the necessity of solving
trajectory optimization problems online with the limited com-
putational power of small-scale computers. In practice, the
closed-loop performance of MPC for a specific task is sensitive
to several design choices, including cost function formulation,
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hyperparameters, and the prediction horizon. As a result, a
series of approximations, heuristics, and parameter tuning is
employed, producing sub-optimal solutions.

On the other hand, reinforcement learning (RL) [[19] meth-
ods, like policy search, allow solving continuous control
problems with minimum prior knowledge about the task. The
key idea of RL is to automatically train the policy via trial
and error and maximize the task performance measured by
the given reward function. While RL has achieved impressive
results in solving a wide range of robot control tasks [20]-
[23]], the lack of interpretability of an end-to-end controller
trained using RL is of significant concern by the control
community [24].

Ideally, the control framework should be able to combine
the advantages of both methods—the ability of model-based
controllers, like MPC, to safely control a physical robot
using the well-established knowledge in dynamic modeling
and optimization and the power of RL to learn complex
policies using experienced data automatically. Therefore, the
resulting control framework can handle large-scale inputs,
reduce human-in-the-loop design and tuning, and eventually
achieve adaptive and optimal control performance. Despite
these valuable features, designing such a system remains a
significant challenge.

To this end, one line of research in the learning community
has been focusing on developing data-efficient policy search
methods using model priors. For instance, guided policy
search (GPS) algorithms [25]-[27] opt for transforming RL
into a supervised learning problem. The key idea in GPS is to
use a trajectory optimization algorithm to collect training data
for training neural networks via supervised learning. However,
these methods still learn black-box control policies that suf-
fer from poor generalizations. The second trend pertains to
learning-based MPC [28||-[31]], which can leverage real-world
data to improve dynamics modeling and use model predictive
path integral control (MPPI) [32] for optimization. Such
algorithms generally have their roots in stochastic optimal
control and require sampling a large amount of data in real-
time for optimization, making those methods computationally
expensive.

Contributions

In this work, we propose a new paradigm for merging
learning and control: learning high-level policies for model
predictive control using policy search. An overview of our
approach is summarized in Fig.[I] Specifically, we consider the
MPC as a parameterized controller and formulate the search
of high-level decision variables for MPC as a probabilistic
policy search problem. First, we use two general Gaussian
policies for modeling the high-level decision variables and
show that the policy updates have closed-form solutions.
Second, we propose a self-supervised training method for
learning neural network policies. Our key insight is that policy
search is useful for making high-level decisions for MPC,
allowing automatically learning and adapting hard-to-optimize
parameters.

On the experiment side, we evaluate our approach by
addressing a challenging problem towards autonomous agile

drone flight in dynamic environments: controlling a quadrotor
to fly through a sequence of fast-moving gates. The key
advantage of our approach compared to the standard MPC
formulation is that the desired traversal time, which is hard
to optimize simultaneously with other state variables, can be
learned offline and can be adaptively selected at runtime. The
resulting controller, which consists of a trained neural network
policy and an MPC, achieves real-time control performance of
a physical drone. An illustration of the real-world experiment
is shown in Fig. [

This work is an extension of our previous conference
paper [33]]. The earlier version of this work proposed learn-
ing Gaussian and neural network policies and demonstrated
learning a single time variable for flying a quadrotor through
a dynamic gate in simulation. In this paper, we additionally
1) introduce a new algorithm for learning a Gaussian linear
policy, 2) demonstrate that our approach is a general frame-
work that can learn multidimensional decision variables, not
just a single variable, 3) demonstrate that our controller can
control a drone to fly through multiple gates in simulation
and outperforms a standard MPC and a trajectory sampling
method, 4) deploy the algorithm on a physical drone and
show that the trained neural network high-level policy can
be transferred to the real world without fine-tuning.

II. RELATED WORK

A. Policy Search for Robotics

Policy search [[19] is a central area of reinforcement learning
concerned with how to find an optimal parametric policy
by maximizing the expected return of sampled trajectories.
Depending on their exploration strategies for the stochastic
trajectory generation, policy search methods can be catego-
rized into step-based and episode-based methods [19], [34].
Most variations of policy search methods make use of step-
based exploration strategies by adding different exploration
noise in the action space at each control time step. Step-
based policy search algorithms [35]—[38]] are widely used for
continuous control tasks, ranging from learning agile motor
skills for legged robots [39] to controlling a simulated race
car at its friction limits [22]. They learn end-to-end black-box
control policies that can map observations directly to control
commands.

By contrast, episode-based policy search methods [34],
[40]-[42] add exploration noise in the parameter space of
the policy only at the beginning of the episode. In particular,
episode-based methods are widely used for learning movement
primitives [43[]-[45]], which are compact parameterizations of
the robot’s control policy. For example, the task-parameterized
dynamic motor primitives (DMPs) [43], [46] are popular
compact policy representations in robotics. Adjusting their
parameters allows robots to learn new skills quickly and solve
many challenging robot control problems, such as playing
Baseball [47), Ball-in-the-cup [48|, and Table Tennis [49].
Episode-based policy search methods help learn compact skills
representations that are not easy to model by human experts.



B. Data-driven Control with Model Predictive Control

1) MPC-guided Policy Search: Model-free policy search
algorithms learn control policies via trial-and-error; however,
they suffer from high sample complexities. Guided policy
search [50] converts model-free policy search to supervised
learning by iteratively collecting the training data using offline
trajectory optimization [26], [50]-[52] or model predictive
control [25], [27]]. A key advantage of guided policy search is
that it effectively trains deep neural network control policies,
where the policy can handle complex and high-dimensional
inputs from onboard sensors. For example, a deep sensorimo-
tor policy, trained using MPC and imitation learning, enables
an autonomous quadrotor to fly extreme acrobatic maneuvers
with only onboard sensing and computation [27]]. However,
this line of work usually only uses the model during training
and results in a policy specialized in a single task. Despite all
of the successes achieved by guided policy search, the lack of
generalization and robustness of the end-to-end policy remains
a primary challenge.

2) Learning-based MPC: In the second paradigm, learning-
based MPC [28]-[31]], [53]] can leverage real-world data to
improve dynamic modeling or learn a cost function for MPC.
It allows for a more robust and flexible MPC design. In
particular, sampling-based MPC [53]] algorithms are developed
for handling complex cost criteria and general nonlinear dy-
namics. This is achieved by combining neural networks for
the system dynamics approximation with the model predictive
path integral (MPPI) control framework [53] for real-time
control optimization. A crucial requirement for the sampling-
based MPC is to generate a large number of samples in real-
time, where the sampling procedure is generally performed in
parallel by using graphics processing units (GPUs). Hence, it is
computationally and memory expensive to run sampling-based
MPC on embedded systems. These methods generally focus on
learning dynamics for tasks where a dynamical model of the
robots or its environment is challenging to derive analytically,
such as aggressive autonomous driving around a dirt track [[28]].

Alternatively, differentiable MPC [54] treats the MPC as a
differentiable policy class for reinforcement learning. Hence,
by differentiating through the optimization problem using
the Karush—Kuhn-Tucker (KKT) conditions of the convex
approximation at a fixed point of the controller, it can also
learn the costs and dynamics of an MPC controller via end-
to-end learning. The analytical derivative relies on a fixed point
of the controller, which, however, often does not exist when
using neural networks to approximate the dynamics [54].

3) Learning Neural Network Policies for MPC: To combine
the power of neural networks and the strength of standard
MPC optimization, state-of-the-art systems [55]-[57|] opt for
using deep neural networks as standalone representation learn-
ing modules. Specifically, a neural network is trained to
process high-dimensional data, such as images, and is used to
predict low-dimensional state information for the MPC. For
instance, [55]] proposed to combine a Convolutional Neural
Network (CNN) with an MPC controller to solve the problem
of navigating a quadrotor to pass through multiple gates.
The trained neural network predicts three-dimensional poses
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Fig. 3: Taxonomy of existing methods combining machine
learning with model predictive control.

of the gate’s center from image observations, and then, the
MPC outputs control commands for the quadrotor to navigate
through the predicted waypoints. Similarly, the method in [56]]
tackles an aggressive autonomous driving problem by using a
CNN-based policy to predict a cost map of the track, which
is then directly used for online trajectory optimization. A key
advantage of this line of work is that it combines the benefits
of both neural networks for high-dimensional data processing
and MPC for robot control.

III. PRELIMINARY

We introduce mathematical formulations for both MPC and
policy search. We discuss three kinds of policy representations
that are widely used in RL and use them to model the high-
level policies.

A. Model Predictive Control

We consider the problem of controlling a nonlinear deter-
ministic dynamical system whose dynamics is defined by a dif-
ferential equation %X; = f(x¢, u:), where x; € R™ is the state
vector, u; € R™ is a vector of control commands, and x; € R"
is the derivative of the current state. In MPC, we approximate
the actual continuous time differential equation using a set of
discrete time integration x;1 = Xp + d; - f (%1, up), with d;
as the time interval between consecutive states and f as an
approximated dynamical model.

Let r € R* be a vector of reference states, e.g., a planned
trajectory. We define a vector of high-level decision variables
as z € RY. For example, for our application (Section ),
z = [z1, -+, zn]| defines the time variables at which the robot
should be passing the corresponding gate. At every control
time step ¢, the system is in state x;. MPC takes the current
state xinir = X, the reference states r, and the high-level
decision vector z as input.



Formally, MPC minimizes a cost function over a fixed finite
time horizon H by solving an optimization problem:

H
i L= ,Up; T,
subject to g(x,u) =0, h(x,u)<0

Xpy1 = Xp +di - f(Xp,Wn), X1 = Xinit

)]
where g(x,u) represents equality constraints and h(x,u)
represents inequality constraints.

Our goal is to find the optimal control command u* for
the current state such that we can execute it and move
the robot to the next state. It is achieved by solving the
trajectory optimization problem in real-time and by repeating
this process at every control time step. Specifically, MPC
minimizes the cost in the future states and outputs an optimal
trajectory (7) that consists of a sequence of control commands
and states. Only the first command u* = u; is executed on
the robot.

In this work, we take the MPC as a parametric controller
that is parameterized by the high-level decision variables z.
Therefore, modulating the variables z can result in different
MPC outputs, denoted as 7 = MPC(z). For example, in the
context of flying through a dynamic gate (Section [V}), z can
be the desired time at which the vehicle passes through the
gate. This formulation allows us to incorporate reinforcement
learning as well as different function representations into the
MPC design.

B. Policy Search

We summarize policy search by following the derivation
from [34], in particular, we focus our discussion on episode-
based policy search (or episodic reinforcement learning). Un-
like many step-based policy search algorithms, which explore
the action space by adding exploration noise directly to the
policy output, episode-based policy search adds perturbations
in the policy parameter space. This kind of exploration is
normally added at the beginning of an episode and a reward
function R(7) is used to evaluate the quality of trajectories T
that are generated by sampled parameters 8. A comprehensive
survey and tutorial about different policy search algorithms can
be found here [34], [58].

Policy search algorithms try to update the policy parame-
ters @ by maximizing the expected return of sampled trajec-
tories

Jo = E[R(r)|6] ~ / R(r)po(r)dr. @)

A list of episode-based policy search algorithms have been dis-
cussed in the literature, such as policy gradient methods [36],
[59], [60], expectation-maximization (EM) methods [48], and
information-theoretic methods [38|], [61]].

Policy gradient methods use gradient-ascent for maximizing
the expected return and are simple to implement. However,
it requires manual selection of learning rates and has an
unstable learning process or slow convergence. Information-
theoretic approaches rely on solving constrained optimization
for maximizing the objective, and at the same time, they

constrain the information loss by bounding the Kullback-
Leibler (KL) divergence between the new policy and the old
policy. The requirement of solving constrained optimization
limits the usage of information-theoretic algorithms to solve
high-dimensional problems, such as optimizing neural network
policies, making it challenging to implement in reality.

On the other hand, the EM-based policy search algorithms
provide closed-form solutions for many commonly used policy
representations, and hence, do not require the user to specify
the learning rate. In addition, they provide a good trade-off
between computational efficiency and sample complexity. This
is realized by formulating policy search as a probabilistic
inference problem with latent variables, which leads to a
weighted maximum likelihood estimate. Subsequently, we can
use the Expectation-Maximization algorithm to update the
policy parameters. We focus on a probabilistic model in
which the search for high-level decision variables in the MPC
optimization is treated as a probabilistic inference problem.

C. Policy Representations

We represent the high-level policy as g, which is modeled
as a probability distribution or a deterministic policy (e.g.,
a neural network), and use the policy to select high-level
decision variables z ~ mg. Here, @ are the policy parameters
that have to be trained.

1) Gaussian Policy, Constant Mean: First, we consider a
simple scenario where the goal is to find a set of fixed decision
variables z. The variables are independent of the robot’s
state. We use a Gaussian distribution z ~ 19 = N(u,X)
to represent the policy, where p is a mean vector and X
is a diagonal covariance matrix. The covariance matrix is
needed in order to incorporate exploration. Therefore, the
policy parameters are 6 = [p, X].

2) Gaussian Policy, Linear Mean: Second, we consider a
more general problem in which we want to find a set of adap-
tive decision variables, denoted as z = f(s). The decisions
variables are associated with the robot’s context s. We use a
Linear Gaussian model z ~ g = N (W¢(s), ) to denote the
policy, in which the Gaussian mean g = W(s) is represented
by a linear function approximator, linear with respect to the
function parameters W. Here, ¢ : s ¢ RY — RM is a
kernel featurizer that converts the states of dimension N into
a vector of features of dimension M using basis functions,
such as Radial Basis Functions (RBF) [19]] or Random Fourier
Features (RFF) [62]]. Therefore, the policy parameters are
6 =[W,x].

3) Neural Network Policy: We use a neural network z; =
fo(o;) as a deterministic policy representation. Here, fo
represents the neural network and o, is the robot’s observa-
tion at different time step ¢. The solution for updating the
parameters @ of a neural network in policy search is difficult
to derive analytically due to the highly nonlinear property of
neural networks. Many deep reinforcement learning algorithms
are based on policy gradients [63]], which are known to have
unstable learning processes or slow convergence. By contrast,
we use a self-supervised learning algorithm for training the
neural network policy (Algorithm [3).



IV. PROBABILISTIC POLICY SEARCH FOR MPC
A. Problem Formulation

We treat MPC as a controller 7 = MPC(z) that is param-
eterized by the high-level decision variables z. Here, 7 =
[up, Xplhet,...m 18 a trajectory generated by MPC given z,
where uy, are control commands and x; are corresponding
states of the robot. By perturbing z, MPC can result in com-
pletely different trajectories 7. To find the optimal trajectory
for a given task, the optimal z has to be defined in advance.
First, we model z as a high-level policy represented by a
probability distribution, specifically a parameterized Gaussian
distribution. Then, we optimize the policy using probabilistic
policy search (or probabilistic inference) algorithms. A visu-
alization of the inference problem is given in Fig [ (inspired
by [34D.

Fig. 4: A graphical model of probabilistic policy search for
model predictive control.

To formulate the policy search as a latent variable inference
problem, similar to [34f], [64], [[65]], we introduce a binary
“reward event” as an observed variable, denoted as £ = 1.
Maximizing the reward signal implies maximizing the proba-
bility of this “reward event”. The probability of this reward
event is given by p(E|7T) x exp{R(7)}, where R(T) is
a reward function for evaluating the goodness of the MPC
solution T with respect to a given evaluation metric of the task.
This leads to the following maximum likelihood problem [34]:

max logpo(E = 1) = log | p(E|r)pe(r)dr, ()
which is intractable to solve directly and can be
approximated efficiently using Monte-Carlo Expectation-
Maximization (MC-EM) [48], [66]. MC-EM algorithms
find the maximum likelihood solution for the log marginal-
likelihood by introducing a variational distribution g(7),
and then, decompose the marginal log-likelihood into two
terms:

logpe(E = 1) = Lo(q(7)) + Dx(q(7)|pe(T|E)) (4

where the Dgp is the Kullback-Leibler (KL) divergence
between ¢(7) and the reward-weighted trajectory dis-
tribution pg(7|E). Here, Lg(g(7)) is the lower bound
of logpe(E = 1) as Dgp > 0.

The MC-EM algorithm is an iterative method that alternates
between performing an Expectation (E) step and a Maxi-
mization (M) step. In the expectation step, we minimize the
KL-divergence Dy, which is equivalent to setting ¢(7) =
po(T|E) x p(E|T)pe (7). In the maximization step, we update
the policy parameters by maximizing the expected complete
data log-likelihood

. _ i) [
6 argmgxgi:p(EIT )log pe(T'") )

where each sample 717 is weighted by the probability of the
“reward event”, denoted as p(F|7). The trajectory distribution
po(7l) can be replayed by the high-level policy m. To
transform the reward signal R(TM) of a sampled trajectory
7l into a probability distribution of the “reward event”, we
use the exponential transformation [34], [|64], [65]:

d' = p(E|r) = exp { BR(r) | ©

where the parameter 5 € R denotes the inverse temperature
of the soft-max distribution, higher value of S implies a more
greedy policy update.

B. Learning Gaussian Policies

1) Gaussian Policy, Constant Mean: We first focus on
solving a simple problem of learning a Gaussian pol-
icy mg(z|p, X) whose mean is a vector of unknown variables.
We consider the robot at a fixed state Xy, which does not
change during learning. At the beginning of each training
iteration, we randomly sample a list of parameters of length
N from the current policy distribution g and evaluate the
parameters via a predefined reward function R(7), where 7’
are the trajectories predicted by solving the MPC given the
sampled variables z[].

In the Expectation step, we transform the computed reward
signal R(7) into a non-negative weight dl¥l (improper prob-
ability distribution) via the exponential transformation (6). In
the Maximization step, we update the policy parameters by
optimizing the weighted maximum likelihood objective:

* (4] (4]
0" = arg max {z; d"logme(z )} (7

where the policy parameters, both the mean and the covari-
ance, are updated using the following closed-form expressions:

N N
o= (Z dmzm> / <Z dm)
i;l =1
3= (Z d (2" — p) (=l — u)T) /Y,

where

N 2 N N
Y = (Zd[il> _Z(d[ﬂ)2 /<Zd[i]>'

i=1

(®)

We repeat this process until the expectation of the sampled
reward converges. After training (during policy evaluation),
we simply take the mean vector of the Gaussian policy as the
optimal decision variables for the MPC. Therefore, z = p*
is the optimal MPC decision variables found by our policy
search. A complete episode-based policy search for learning a
high-level Gaussian policy for MPC is given in Algorithm
A detailed derivation of the above solution is available in the
Appendix.



Algorithm 1: Learning Gaussian Policies for MPC

Input: 7e(p,X), N,MPC, xq, p
While not converged
Sample variables: 2" ~ 7o (p, 2)i=1. N
Sample trajectories: 7[1 = MPC.solve(xg, [, p)
Expectation:
d) = exp {BR(T11)}
Maximization:
6" = argmaxg {3, dl log me (217}
Output: Trained Policy mg« (™, X*)

2) Gaussian Policy, Linear Mean: Algorithm can learn a
Gaussian policy that only suits for a single experiment setting
or a specific scenario. For generalizing the learned policy
to different scenarios, we extend the algorithm by learning
a Gaussian linear policy mg(z|s) ~ N(W¢(s),X) whose
mean is a linear function approximator p = We(s). We
characterize a scenario by the robot’s context, denoted by a
vector s. The problem of learning mg(z|s) is called contextual
policy search and can be defined by maximizing the expected
returns over all different contexts:

mgx/sp(s)/zwe(z|s)/Tp(7-|z,o)R(‘r,s)d7'dzds )

where p(s) is the distribution over s. The objective (@) can be
optimized using the standard MC-EM algorithm, and it results
in a different weighted maximum likelihood objective:

0" = arg max {Z d og mg (211|507 )} . (10)

Maximizing Eq. (I0) results in closed-form solutions for the
policy parameters:

W = (®"D® + \I)_ " DO
Zf\;l Al (u[ﬂ ~WT¢ (S[i])) (um —WTé (SM))T

Y )
1D
where ® = [p(s)l,---  #(s)M] is a matrix that contains
converted feature vectors for all sampled contexts s and D is
the diagonal weighting matrix containing the weights d”. In
the covariance matrix update, Y is the same as in Eq. @) Here,
A is a small positive variable and I is an identity matrix. The
introduce of AI is for numerical stability when calculating
the matrix inverse. A complete policy search for learning a
Gaussian linear policy for MPC is given in Algorithm [2] A
detailed derivation of the above solution is available in the
Appendix.
We use the Random Fourier Features (RFF) [62] as the

featurizer
#(s) = sin (W +pm)
v

> =

12)

where each element P;; is randomly sampled from N (0, 1), v
is a bandwidth parameter, and p is a random phase shift drawn
from U[—m, ). The bandwidth v is the only parameter that
has to be tuned. The RFF-based linear policy has been used

to solve many benchmark continuous control tasks, including
the OpenAl gym benchmarks [67].

Algorithm 2: Learning Gaussian Linear Policies for
MPC
Input: m(Wo(s), ), N,MPC, x¢, p
While not converged
Sample observations: sl ~ p(s)
Sample variables: zl’ ~ mg (Wo(sl), X). _
Sample trajectories: 71/ = MPC.solve(xq, z[’l].,'p)
Expectation:
dll = exp {BR(TM)}
Maximization:
6% = argmaxg {3, d* log me (2"[sl7) }
Output: Trained Policy mg« (W*¢(s), £*)

C. Learning Neural Network Policies

Algorithm 2] can optimize a linear policy using an episodic
policy search method. Such episodic policy search by design is
used for learning policies in multi-task settings, where distribu-
tions over different tasks are well-defined. When controlling a
robot in a highly dynamic environment, where the observations
differ significantly from state to state, we use a step-based
policy search algorithm. Also, we aim to learn a complex
neural network policy for selecting adaptive decision variables
and for processing relatively high dimensional observations.
Such properties are potentially useful for the robot to adapt
its behavior online in a highly dynamic environment.

We train the neural network policy by combining Algo-
rithm [1| with supervised learning. A complete algorithm of
learning neural network policies for MPC is given in Algo-
rithm [3] We divide the learning process into two stages: 1)
data collection, 2) policy learning. In the data collection stage,
we randomly initialize the robot in a state x; and find the
optimal decision variables z; via Algorithm |I| We aggregate
the dataset by D <— D U (0¢,2z;), where o, is the current
observation of the robot. A sequence of optimal control actions
u; are computed by solving the MPC optimization, given the
current state x; of the robot and the learned variable z;. Only
the first control command is applied to the robot; subsequently,
the robot moves to the next state. Incrementally, we collect a
set of data that has diverse training pairs (o, z; ) consisting of
an observation o; as the neural network input and a ground-
truth value z; as the output.

It is important to note that at each simulation time step ¢,
we run Algorithm [I] to solve multiple MPC optimizations in
order to find the optimal decision variable for the current state.
This step can be viewed as an online learning process in
the simulator and is difficult to be run in real-time. During
policy learning, we train the neural network by minimizing
the mean-squared-error between the labels z; and the output
of the network fg (o), using the standard stochastic gradient
descent. After training, the neural network policy is deployed
together with the MPC to control the vehicle. Since the
resulting controller contains a high-level policy and an MPC,
we name this controller High-MPC.



Algorithm 3: Learning Neural Network Policies for
MPC
Input: fo,D = {}
Data collection (repeat)
Randomly reset the system: x;, 04, ps,t =0
While not done:
(z; = p*) < Algorithm [1] (xg = x¢, pt)
Data collection: D < D U {o¢, z:}
MPC optimization: u;j = MPC.solve(xy, z;, Pt)
System transition: x;y1 < f(x¢,u;)
Policy learning
Opew = argming Hf9(0t> - ZtH2
Output: Learned deep high-level policy fg-

V. FLYING A QUADROTOR THROUGH DYNAMIC GATES

We apply the proposed policy-search-for-MPC framework
to address a challenging problem towards agile drone flight
in dynamic environments, which is learning to fly through
dynamic gates. The ability to fly through fast-moving gates
enables the drone to traverse inside a dynamic environment,
where the free space is changing rapidly. It is a difficult task
since it requires simultaneously planning an accurate trajectory
that passes through the center of moving gates and controlling
the quadrotor to precisely follow the trajectory.

1) Quadrotor Dynamics: We model the quadrotor as a rigid
body controlled by four motors. The dynamics of the system
can be written as:

, . 1
PWB = VwB aws = iA(wB) qwp  (13)
Vwp=aqwp®@c—g wp=J'(n—wpxJwp)
(14)
where pll, ; = [p%,p2, p2]" and v, 5 = [vd, v, vi]" are the

position and the velocity vectors of the quadrotor in the world
frame W. We use a unit quaternion qw g = [quw, @z, Gy» @=) "
to represent the orientation of the quadrotor and use wp =
[wz, wy,w,]T to denote the body rates (roll, pitch, and yaw
respectively) in the body frame B. Here, g = [0,0, —g.]”
with g, = 9.81m/s? is the gravity vector, J is the inertia
matrix, 1 is the three dimensional torque, and A(wpg) is a
skew-symmetric matrix. Finally, ¢ = [0,0,¢|T is the mass-
normalized thrust vector. The full state of the quadrotor is
defined as x? = [p?, q?, v?] (we omit subscript for clarity).

2) Pendulum Dynamics: We model the dynamic gate as a
nonlinear pendulum. We approximate the pendulum gate as a
point mass that is suspended on a weightless and inextensible
string of length L., from a fixed support whose position is
Py p =[x,y 2f]. The pendulum is subject to three forces:
the gravity, the tension force results from the string pulling
upon the bob of the pendulum, and a damping force due to
friction and air resistance. We approximate the damping force
by fu = —b = 6, where 0 is the angular velocity and b €
R, is a damping factor. We consider the pendulum’s motion
in the y — 2z plane, meaning the pendulum rotates about the

x—axis. Dynamics of the rotational motion is described by the
following differential equations

b, = — (mgchm sinf, /I + bt%) b, =0,6.=0 (15

where 0, is the roll angle, and 7 is the moment of inertia.
Dynamics of the translational motion are given by
v, = lsin(é’m)éz

Uy =0, 9, =1cos(6)0s, (16)

where [ is the distance between the gate center and the
fixed point. For the computational convenience, we transfer
the Euler angles into a unit quaternion qf, 5 to represent
the gate orientation. The full state of the gate center with
respect to the inertial frame is represented using the state
vector x9 = [p?,q?, vI].

A. Learning to Fly Through Dynamic Gates

Trajectory Optimization and Cost Function: We formulate
the problem of learning to fly through dynamic gates. Our
main goal is to find a trajectory that passes through the center
of the moving gates. Such a trajectory optimization problem
involves 1) decide a sequence of traversal times at which
should the dynamic gates be passed, 2) given these traversal
times, find a trajectory that passes these gates. Since the gates
are moving quickly, the optimization faces a chicken-and-
egg dilemma, namely, without obtaining the traversal times,
it cannot determine the gates’ state from which the vehicle
should fly through, or without the gates’ state, it cannot decide
the traversal times.

We first make the assumption that a vector of desired
traversal times t = [t1,---,t;] for each gate i is given,
where 0 < t; < t;,if ¢ < j and 4,5 € [1,---,n]. Here,
n is the total number of moving gates. Since we know the
current states and the dynamic model of the moving gates, we
can predict the future trajectory 7; = [x{,--- ,x{ | for each
gate i, where xY is a state vector that consists of position pY,
linear velocity v¥, and orientation q¢. Therefore, we define
a gate-pass cost Lgaepass as the following quadratic cost

H-1

D = x?)"Qu(xf —x7) - p

h=1

Egale-pass = ( 17)

where Q,, is a diagonal cost matrix and p;, a Boolean variable

defined as
— 1’
Ph = 0,

Minimizing this loss function encourages the discretized states
x|} to stay as closer as possible to the gate states xfi, but only
at the given desired traversal time ¢; for the gate ¢. For other
discretized states at h # |t;/d; |, the loss has no effects since

i b= |t:/dy],

18
otherwise. (18)

ACgate—pass =0.

However, such a cost formulation requires very accurate
dynamic modeling for both the quadrotor and the moving
gates, since Lgaepass Only characterizes several sparse states
that are close to time nodes of the given traversal time vector
t. In other words, the optimization treats the moving gates as
a list of static waypoints and takes them as soft constraints,
without considering their dynamic motions. To counteract



potential model errors and uncertainties, we define a gate-
follow cost
H—-1
»Cgate»follow = Z (X;ZI - thl)TQf(X% — thl) s Whp (]_ — Ph),
h=1
where, wy, = exp (—a- (h-d; —t;)%) 7.

Here, Q; is a diagonal cost matrix, wy, defines the exponen-
tial weights for following the gate’s motion, o € R defines
the temporal spread of the weight, and v, € Ry specifies
different weights for tracking different gates. The gate-follow
cost provides an intuitive motivation: plan a trajectory that
follows the gate if the time difference between the current
time h * d; and the desired traversal time ¢; is small; and does
not follow the gate if the time difference is significant. In other
words, it minimizes the difference between the quadrotor states
and the gates’ states gradually as the quadrotor approaches the
gate.

In addition, we define a terminal cost Lermina and an action
regularization cost L,:

ﬁterminal - (XqH - Xgoal)Tngal(Xg—[ - Xgoal) (19)
H-1

Ly=) (uf —u.)"Qu(uf —u,) (20)
h=1

where x2° is a goal state for hovering and u, = [g., 0,0, 0].
Here, we use body-rate control u;, = [c, wy,wy,w;] as the
inputs. The terminal cost encourages the quadrotor to fly
toward a goal state x4,

In summary, we have the following optimization problem

m‘gn £(X1a Z, I‘) = Lierminal + £gale—pass + ﬁgate—follow + Ly

S.L: Upin £ U < Upax

Xpt1 = Xp +de - f(Xp,ap), X1 = Xinic

where the T represents the generated trajectory that consists
of the state vector x? = [p?%, q%, v?] and the control inputs u.

We define a vector of high-level decision variables z =
[t1,71, " »tn,Vn] that consists of the desired traversal time
t; and the desired weights v; for each moving gates. Here, n
is the total number of gates. Given the decision variables z,
the current state of the quadrotor xg, the predicted future
trajectories r of all moving gates, we can solve the trajectory
optimization problem and find the optimal trajectory for the
quadrotor to fly through all moving gates

T = MPC.solve(z, xg, p). 21

Policy Search and Reward Function: The aforementioned
optimization formulation relies on the assumption that the
desired traversal time ¢; for each individual gate is given.
In addition, the gate-follow 10SS Lgaeefollow requires additional
variables ~y; to define the weights that are assigned to follow
the gate motion in the y — z plane. The high-level decision
variables z are difficult to model or tune due to the dynamic
properties of the task. Therefore, a key requirement for our
MPC to solve the problem is to have both the desired traversal
time and the desired weights in advance. A similar MPC
formulation was discussed in [3]], where the time variable at

which a static waypoint should be reached by a quadrotor is
also unknown. They solved the problem by manually selecting
the variable via trial-and-error. In our case, the decision
variables are much more difficult to select manually.

We solve the problem of finding optimal decision variables
in MPC using policy search. We define a Euclidean distance
reward function to evaluate the goodness of the trajectory
generated by the optimization,

n
R(rlz) ==Y |pf, = pf, 2 — Ati (22)
7
where h; = |t;/d;] is the time node at which the predicted
quadrotor trajectory intersects with the gate state. This reward
is a sparse signal that evaluates the “performance” of the
sampled z—high rewards indicate smaller traversal distance
error and low rewards indicate large traversal distance error
of the predicted trajectory. Hence, maximizing this reward
signal leads to desired traversal time variables that allow the
optimization to find a trajectory that passes through the center

of the gate. Here, \¢; is a regularization term used for choosing
smaller time variables.

VI. EXPERIMENTS

We design our experiments to evaluate the proposed policy-
search-for-MPC framework. Specifically, we aim to answer the
following questions: 1) can we learn state-independent policies
for the optimization (Section [VI-A), 2) can we learn state-
dependent linear policies for solving the optimization under
different contexts (Section [VI-B)), 3) can we learn a neural
network policy for adapting MPC on the fly (Section [VI-C),
4) and finally, what is the performance of our system in the

real world (Section [VI-D).

A. Learning State-Independent Time Variables for Trajectory
Optimization

The first problem is a single trajectory optimization prob-
lem, where the goal is to find a safe trajectory that passes
through several dynamic gates for a given initial state. We
define three dynamic gates that are modeled using the same
pendulum dynamics and are initialized at different positions.
We use a prediction time horizon of {7 = 3.0s and a discretize
time step of d; = 0.05s for trajectory optimization, it results
in a total discretization of H = 40 nodes. We use CasADi [68]
with TPOP [69] as the solver for the numerical optimization.
We learn a vector of decision variables z using Algorithm [I]
where z is modeled as a high-level policy and is represented
using a Gaussian distribution z ~ g (s, X).

Fig. [5] shows the predicted trajectory with the learned
parameters. The optimization successfully plans a trajectory
that passes through the center of all moving gates at the given
learned traversal time. Besides, we achieve small traversal
distance errors for all gates. The distance errors for gates
(1,2,3) are (0.13m,0.15m, 0.30 m) respectively. It is impor-
tant to highlight that the predicted quadrotor position gradually
follows the predicted gate’s center only when the quadrotor is
close to the gate. Such a feature has crucial effects on real-
world deployment since the dynamic modeling of the system



[0.15, 0.13, 0.19] (m)

|
(=2}
Position (m)

\ )
\»‘E 10

—ho GO
N
~
'Sy
-
ln) @

— c(ms7?)

(w) z

w, (rad s7')

f=]
e
~
o

w, (rad s7")

0 _9

Y (m) 4 — w, (rad s71)

Time (s)

Fig. 5: Left: A planned trajectory for flying through 3 dynamic gates. The initial states of the moving gates are indicated by
grey color. The quadrotor velocity (ms™!) is indicated by the color bar. Right: Top: The predicted positions of three moving
gates (dashed line) and of the quadrotor (solid line). The learned traversal times for three gates (vertical line). Middle: Learned

weights (wp,) for the gate-following loss. Bottom: Control commands of the quadrotor.
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Fig. 6: Learning curves of the Gaussian policy. Each curve
is obtained using different temperature parameters 3 for the
policy training. We train six different randomly initialized
policies for each temperature parameter. We compute the mean
(solid line) and standard deviation (shadow region).

is prone to error and the quadrotor has to follow the gate center
when it is approaching the gate. Moreover, for the time stages
that are far away from the desired traversal time, the pendulum
motion has less influence on the quadrotor, leaving more extra
control authority to counteract disturbance.

Fig. [6] shows the learning progress of the Gaussian policy,
which has randomly initialized weights (both mean and vari-
ance). The learning is data-efficient and stable as the policy
converges after only a few training iterations, e.g., 10 iterations
for § = 10.0. We train the policy for 30 iterations to make
sure that the policy is fully converged. The policy update at
each training step requires 30 samples, resulting in 900 MPC
optimizations in total. Besides, a high temperature 8 = 10
results in a fast (greedy) policy update while a low temperature
can have slow convergence.

B. Learning State-Dependent Time Variables for Adaptive
Trajectory Optimization Using A Linear Policy

For generalizing the learned high-level policies to different
settings or contexts (denoted as a vector s), we train a
linear function approximator z = fw(s). Specifically, we
want to predict the decision variables conditioned on different

Reward
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Training iteration

Fig. 7: Learning curves of the Gaussian linear policy. Each
curve is obtained using different temperature parameters /3 for
the policy training. We train six different randomly initialized
policies for each temperature parameter. We compute the mean
(solid line) and standard deviation (shadow region).

initialization of the moving gates. We characterize different
settings using s = [01,02,02], where 0.,i = 1,2,3 are the
initial angles of the gates about the x-axis and are randomly
initialized. We represent the policy using a Gaussian linear
model z ~ 7g(z[W¢(s),X) (Section [II-C2), where the
policy parameters 8 = [W, 3] are updated using Algorithm
We use the RFF featurizer for ¢(s), in which the feature

bandwidth is specified as 0.1 and the feature dimension is 40.

Fig. [] shows the learning progress of the Gaussian linear
policy. Similar to training a Gaussian policy, the learning of
a Gaussian linear policy is also very data-efficient and stable,
thanks to the closed-form solution (Eq. (T1))) for updating the
policy parameters. Here, the policy update at each training step
requires 300 samples, resulting in 9000 MPC optimizations for
learning a Gaussian linear policy.

TABLE [[] shows the evaluation results. The goal is to plan
a trajectory for passing through 3 individual moving gates,
where the initial states of the gates are randomly selected.
Given a planned trajectory, we compute the traversal distance
from the quadrotor center to the gate center, at the predicted
time instances. We run the experiment repeatedly 100 times
and compute the mean and the standard deviation of the
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Fig. 8: Evaluation of the trained linear high-level policy with randomly initialized pendulum states. The generated quadrotor
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TABLE I: Evaluation of the trained Linear High-Level Policy.

Number | Success Rates Mean Standard Deviation
Approach | of Gates (%) (m) (m)
Gl G2 G3|Gl G2 G3 |Gl G2 G3
Random \ 3 \ 0 0 0 \ 2.75 3.46 3.45 \0.45 0.25 0.99
Heuristic \ 3 \ 100 0 O \0.14 198 1.14 \ 0.02 0.50 0.29
Ours \ 3 \ 100 100 94 \ 0.17 0.21 0.30 \ 0.04 0.06 0.15

traversal distance errors. In addition, we define a success
planning if the traversal distance errors for all gates are lower
than 0.5m. We report the success rates for the 100 trials in
TABLE E} Note that G1, G2, and G3 represent each gate
separately. Our approach outperforms two simple baselines:
one uses randomly sampled time variables, and one uses a
heuristic-based selection of the time variables. Fig. (8| shows a
visualization of 9 randomly sampled examples.

C. Learning Adaptive Variables for Dynamic Gates via Neural
Network Policies

For learning a policy that is useful for the online parameters
adaption or compatible with high-dimensional sensory obser-
vations, we train a neural network policy. The trained policy
can hence be used for adaptively making high-level decisions
for the MPC at each control time step, resulting in a closed-
loop controller. We use a Multilayer Perceptron (MLP) as the
policy representation. In reality, since the environment is only
partially observable, we can only observe one gate ahead. We
define the observation at the time step ¢ as o, = xj — x7,

which represents the difference between the quadrotor’s cur-

rent state x; and the next gate’s state x{. The output of the
neural network is the desired traversal time z = [t1] for flying
through the next gate.

We use Algorithm [3] to train the neural network policy
in simulation, in which it combines Algorithm E] with self-
supervised learning. First, we reset the system in random
states, meaning we use a randomly initialized position, veloc-
ity, and orientation for the quadrotor and a random initial angle
for the pendulum gate. We find the optimal traversal time z}
in this state using the policy search algorithm (Algorithm [T)).
We create a training pair (o, z;) by associating the current
observation with the current optimal variables. Then, we
simulate the quadrotor to the next state by solving the MPC
optimization using the optimal traversal time z; and apply the
optimal control command to the simulated quadrotor. We also
integrate the pendulum dynamics to simulate the gate motion.

We repeat this process at each simulation time step until the
quadrotor flies through the gate or it reaches the maximum
simulation steps. In total, we collect 40,000 samples, which
takes a multi-core CPU several hours to collect the training
data. However, the total sampling time can be significantly
reduced using parallel processing or multithreading. We im-
plement a fully-connected MLP with two hidden layers of 32
units each and ReLU as the activation function. The training
of network weights takes less than 10 minutes on a standard
notebook with an Nvidia Quadro P1000 graphics card.

We use an open-source quadrotor simulator called Flight-
mare [70] to simulate the race track and the quadrotor dy-
namics. Fig. [0] shows a visualization of the race track in
Flightmare. We design a dynamic race track that contains 5
moving gates. All moving gates are modeled using the same



Fig. 9: A visualization of the dynamic racing environment in
the Flightmare simulator [[70].

pendulum dynamics and rotating around the z-axis.

The gates are attached to different fixed points and are
initialized randomly by sampling its initial rotational an-
gle 0, from a uniform distribution 8, ~ U(—n/2,7/2).
Specifically, the gates are separated in the x-axis with a
fixed position offset of &, where §, = p%' — pdJ €
[0.5,1.0,2.0,3.0,4.0,---,9.0] (m) is the difference between
two consecutive pendulum gates ¢ and j. Besides, we ini-
tialize the quadrotor with different initial velocities of v &
[0.0,1.0,---,9.0] (ms™1!) in the forward direction.

We run 20 trials for each combination of the position
offset and the initial quadrotor velocity (d,,v2) and compute
the success rate and the averaged traversal distance error.
The averaged traversal distance error is computed using the
Euclidean distance from the quadrotor center the gate. We
compute the success rate by defining a task as a success if all
5 traversal distance errors are less than 0.5 m.

We compare our approach against two baselines: a standard
MPC formulation, which does not have access to the desired
traversal time, and a fast motion primitive generator [4].
Since the desired time for flying through the next gate is not
known beforehand, the desired traversal position is also a prior
unknown. We formulate a simple MPC optimization problem
as the following

H—-1
. T
131;1[' = Eterminal + Eu + Z (X;IL - XZ) Q(XZ - Xfl)
’ h=1
S.t.i Umin £ u < Upax

X;]H-l = Xt}IL + dt ' f(X;]m uh)v X? = Xinit

where xJ is the predicted future state of the moving gate,
Lierminal (EQ. is the terminal cost, and £, (Eq. is the ac-
tion cost. Here, Q = diag(0, 100, 100, 10, 10, 10, 10, 0, 10, 10)
is a time-invariant diagonal cost matrix, which is specified for
tracking the gate motion in the y-axis and the z-axis. Solving
the above optimization problem results in a trajectory that
follows the gate motion in the y — z plane (defined by the
stage cost) and reaches an end position located behind the
gate (defined by the terminal cost).

As a second baseline, we use a minimum jerk trajectory [4]
together with a high-level trajectory sampling scheme. We
sample possible traversal trajectories by searching for the
desired traversal time. We define a time interval of T' = [0, 3] s
with a discretization time step of dt = 0.1s for sampling.
At each control time step, a total number of 30 trajectories
are sampled. The start state of the trajectory is defined by
the current quadrotor state. The end state is partially defined,
meaning some components are left free. The waypoint (the
end position of the traversal trajectory) is calculated using
a pendulum model of the moving gate and the sampled
time. The end velocities and accelerations are defined as
v = [None, 0,0] and a = [None, None, None|, which means
that the end velocity v, in the forward direction (x-axis) and
the accelerations are left free. We use zero velocities for the
end state at the y-axis and x-axis to reduce the risk of having
over-aggressive motion primitives. We reject trajectories that
do not satisfy the input constraints and select an optimal
trajectory that has less traversal time.

Fig. [I0] shows the evaluation results. In summary, our ap-
proach achieves the highest success rates and smallest traversal
distance errors, particularly when the quadrotor has a small
initial velocity and the separation distances among gates are
large enough. When the quadrotor is initialized with a high
forward velocity and the distance among gates are small, Our
approach is prone to failure of the task due to the physical
constraint of the platform. For example, the quadrotor does
not have enough control authority to break immediately.

The standard MPC has achieved lower success rates and
larger traversal distance errors. This is due to the cost function
formulation in the MPC optimization, in which the optimiza-
tion does not have access to the desired traversal time, and
thus, has to minimize the distance between the quadrotor and
the gate center in all optimization states. Such an optimization
scheme results in very aggressive trajectories and large control
inputs [33[]. Therefore, it is very important to obtain the
traversal time prior to the optimization and update the time
at each control time adaptively for the closed-loop control.
Optimizing the time jointly with other optimization variables
is also possible, but might result in a complicated optimization
problem that is difficult to solve in real-time.

The sampling-based motion primitives method shows a
competitive performance to our method. There are multiple
challenges when applying the sampling-based method to our
task. First, the motion primitive is defined for state-to-state
transition, in which the end velocities are difficult to be
specified in advance. For example, a small velocity in the flight
direction can result in a slow forward motion while a high
velocity can lead to aggressive flight and gate overshooting.
Second, the final performance of a task highly depends on
the high-level planner, which is used for selecting the optimal
motion primitive. Designing such a high-level planner is
a challenging task, in which prior research generally uses
heuristic-based search [4], [[71f], [72], which could produce
suboptimal solutions.
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Fig. 10: Baseline comparison of flying through 5 moving gates using our High-MPC (left), a standard MPC (middle), and a
high-frequency motion primitive sampling method [4] (right). Overall, our High-MPC outperforms both baselines in terms of

gate traversal distance errors and success rates.

D. Real-world Deployment

To test the robustness and the real-time performance of
our system, we deploy our approach in the real world with
a physical racing drone. The drone is built from off-the-shelf
components used for first-person-view racing (Fig. [IT). The
drone features a carbon frame with stiff 5-inch propellers,
a Lumenier flight controller, an Odroid XU4 single board
computer, and a Laird RM024 radio module for receiving
control commands. The platform weights 0.775 kg. We design
a pendulum gate that comprises a straight steel stick and a
wooden loop. The stick has a weight of 0.3kg and a length
of 1.0m. The wooden loop has a weight of 0.46kg and a
radius of 0.45 m. We attach the pendulum gate to a fixed stand.
The task goal is to control the quadrotor to fly through the
pendulum gate and hover it at a goal position located behind
the gate.

All the presented flight experiments were conducted with an
OptiTrack motion capture system. We use Extended Kalman
Filters (EKF) for estimating both the quadrotor state and the
pendulum state using observations from the OptiTrack. The
state estimation runs at 200 Hz. We use ACADO for
the MPC optimization and gqpOASES as a solver in order to
achieve real-time control performance of the quadrotor. As
discretization step, we chose d 0.1s with a prediction
time horizon of ¢ 2.0s. The control command solved
by the MPC with a desired traversal time variable obtained
from the neural network high-level policy are updated at
50Hz. Our approach can achieve real-time control and is
computationally efficient. The computational time for solving
an MPC optimization at each control time step is on average

less than 5ms and for the neural network inference is on
average less than 2 ms (without TensorRT optimization).

We set up the experiment by putting the pendulum gate at
a random initial angle and then dropping it. The pendulum
gate swings back and forth freely with a periodic motion.
The period of the pendulum decreases over time due to
friction and air drag, which are difficult to model precisely. We
approximate the pendulum dynamics using Eq. (I3) & Eq. (I6)
with a roughly estimated damping factor b = 0.2. We use a
simple dynamic model for predicting the future trajectory of
the gate. We place our drone at a random position in front of
the gate. Fig. [I2] shows four different trials of the real world
experiment conducted in a confined environment. As a result,
our approach successfully controls the quadrotor to fly through
the fast-moving gate.

Fig. [T3] shows a comparison of the executed trajectories
between the quadrotor and the moving gate. The vertical
black dashed line indicates the traversal moment, at which
the quadrotor flies through the gate. The quadrotor follows
the gate’s motion in both the y-axis (blue) and the z-axis
when it approaches to the gate. Besides, the desired traversal
time ty, predicted by the neural network together with the
corresponding gate-following weighting variable w is plotted
on the right-hand side. Both ¢, and w are used by the MPC for
simultaneous planning a trajectory and controlling the vehicle.
When ¢, is close to zero, the weighting variable increases to
a maximum value w 1, which indicates that the desired
traversal time is now and the quadrotor should try to follow
the periodic motion in the y — z plane. By contrast, when %,
is very large (e.g., tya = 4.0), the weighting variable decreases

~
~



Fig. 11: A racing drone used for the real-world experiment.

to a minimum value w ~ 0, meaning that there is no need to
follow the gate since the gate is either far away or has been
passed already. Note that ¢y, is not the prediction horizon in
the MPC optimization.

E. Connections with Prior Trajectory Planning Methods

In general, existing works on quadrotor trajectory planning
(or kinodynamic motion planning) in dynamic environments
can be divided into sampling-based and optimization-based ap-
proaches. Sampling-based algorithms [74], such as RRT* [75]],
[76], are provably optimal in the limit of infinite samples.
To achieve real-time replanning, sampling-based algorithms
leverage efficient motion primitive generators to provide a
closed-form solution for state-to-state trajectories, e.g., the
minimum jerk [4] or minimum snap [2] trajectories. This line
of work manifests a significant computational advantage and
real-time planning performance, however, relies on simpli-
fied dynamics or differentially flat dynamics of a quadrotor.
Moreover, they need to relax the single actuator constraints
to limit the per-axis acceleration, which might render planned
trajectories conservative.

Optimization-based approaches overcome these limitations
by enforcing the system dynamics and thrust limits as con-
straints. They use discrete-time state-space representations
for the trajectory, and can handle nonlinear dynamics and
different constraints. For passing through dynamic gates, the
allocation of the traversal times for the moving waypoints is
a priori unknown, rendering the problem formulation com-
plicated. State-of-the-art approaches address similar problems
for passing through static waypoints using either heuristic
search [3]] or formulating a complicated optimization problem
using complementary progress constraints [[18].

VII. DISCUSSION
A. Choice of Policy Representations

In Section [V] we have presented algorithms for training
three different policies, including Gaussian policy, Gaussian
linear policy, and neural network policy. Our formulation is
general and is designed to be suitable for a wide variety of
robotic tasks.

The Gaussian policy finds state-independent decision vari-
ables for a single trajectory optimization, namely, the learned
decision variables are fixed parameters. In practice, many MPC
applications require manually tuning of the hyperparameters,
such as the prediction horizon. The Gaussian policy is useful
for automatically selecting those hyperparameters.

The Gaussian linear policy learns state-dependent policies
via episodic policy search and function approximations. Such
policy representations are useful for generalizing robot skills
to multiple contexts: a lower-level MPC, parameterized via
the parameters Z, controls the robot for a given context s and
a high-level policy 7(Z|s) generalizes among different con-
texts s. In the context of reinforcement learning, it is generally
referred to as contextual policy search [34]], [77]. Hence, the
Gaussian linear policy has the advantage of efficiently learning
linear function representations (with nonlinear kernel features)
using a small number of samples.

The neural network policy learns state-dependent policies
in a step-based setting, where the policy 7(Z;|o;) needs to
adapt its decision variables Z; based on the observation o,
at each control time step t. The above-mentioned episodic
policy search cannot be used directly because the step-based
policy search uses different exploration strategies and relies
on different policy evaluation methods. Instead, we propose to
combine Algorithm [I] with a self-supervised learning scheme
for the step-based setting. We show the resulting algorithm can
be used for learning a complex neural network policy. The
neural network policy is more helpful for adapting decision
variables online or potentially for processing high-dimensional
observations.

B. Design of the Loss Function and the Reward Function

The loss function design in the MPC optimization involves
generating desired control commands for the robot such that
the predicted future states match predefined high-level goals.
Our approach allows more flexible and automatic loss function
design: by taking the MPC as a parameterized controller and
using policy search for automatically selecting the desired
parameters. The reward function design for policy search
has very flexible formulations, such as quadratic, sparse, or
exponential.

C. Limitations

First, learning neural networks is computationally expensive
and data-hungry. During data collection, the proposed self-
supervised policy search (see Algorithm [3) requires running
Algorithm [T] in the loop, which is an expensive process
since it needs to solve multiple MPC optimizations for each
state. Second, Algorithm [3] was designed for learning neural
networks for both online decision making and handling high-
dimensional observations. Our experiments did not exploit the
full potential of using deep neural networks for processing
high-dimensional observations, such as images. Finally, our
experiment results are based on accurate state estimation with
low latency, which is general not the case when using onboard
sensing and computing. It is also crucial to consider many
factors for real-world scenarios, such as noisy state estimation
and system delays.
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Fig. 13: Trajectories of the quadrotor (solid line) and the pendulum gate (dashed line). The plot on the right-hand side shows
the predicted traversal time variable and the weight for minimizing the gate-following cost. The vertical dashed line indicates

the traversal time.

VIII. CONCLUSION

This paper proposed a novel framework that unifies the
advantages of both probabilistic policy search and MPC. Our
approach improves over the standard MPC formulation by
augmenting the MPC controller with learned high-level poli-
cies that can automatically choose hard-to-optimize decision
variables. Our framework allows a versatile design of different
policy representations, ranging from state-independent Gaus-
sian policies to complex neural networks.

As a second contribution, we addressed a challenging
problem in agile drone flight: controlling a quadrotor to fly
through fast-moving gates. We successfully demonstrated the
effectiveness of our approach in both simulation and the real
world. To the best of our knowledge, our approach is the first
to attempt to address this problem and, hence, can serve as an
important baseline for future work.

We release the source code of learning high-level policies
for MPC and provide additional theoretical derivations in
the Appendix. Future work concerns improving the sample
efficiency of the high-level policy training using more ad-
vanced policy search methods, such as relative entropy policy
search [[78]]. On the application side, applying the proposed
framework to other robotic tasks, such as addressing more
complex trajectory optimization problems or using a high-level
policy for dealing with model errors, are promising avenues
for future research.
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APPENDIX

We provide detailed derivations for both updating the Gaus-
sian policy and the Gaussian linear policy using weighted
maximum likelihood.

A. Derivation of Algorithm 1

The objective of maximizing a Gaussian policy in Algorithm
1 is defined as

* (4] (4]
0" = arg max ; d"logme(z")

where the log-likelihood of the Gaussian policy is given by
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In order to find the @ that maximizes the reward, we take
the derivative to the policy parameters @ = [u, 3], separately,
and set the gradients to zero. We first compute the solution
for updating the mean p
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By solving for p, we obtain
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Second, we compute the solution for the covariance ma-
trix X3,
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as the demonimator to obtain an unbiased estimate of the
covariance.
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B. Derivation of Algorithm 2

* (4] (4l
6 argmeax{zi:d log (2" |s )}

where the log-likelihood of the Gaussian policy is given by
log o (2]s; )
— log N (2|Weh(s), )
exp (—3(2 — We(s)) 'S (2 — We(s)))

s CRE>
= —g log(27) — %log |X|
5z~ WH(s) S (= - Wo(s)

Similar to the previous derivation, in order to find the 6
maximizing the reward, we take the derivative to the policy
parameters 0 = [W 3], separately, and set the gradients to

zero. We first compute the solution for the parameters W that
are used for approximating the mean,

Vw Z d1og Wg(z[i] |s[i])
= 3 Y dITw (- Wes) S (2l - W)
=21 dE - Wes)(s)" =0
= Z di 2l g(s)T = Z d"TWe(s)g(s)".

We can rewrite above equation in a matrix form
wW'e'D® = Z"D®
W = (" D®)” "Dz

where @ = [p(sll),---, p(s[¥])] is a matrix that contains
converted feature vectors for all sampled observations s and
D is the diagonal weighting matrix containing the weights dll.
Here, Z contains the sampled parameters [z%, - - - , 2V]. Note
that, in Eq. , the introduce of AI is for numerical stability.

Second, we compute the solution for the covariance ma-
trix X2,

Vs Z d1og e (2l1|s!)

3

1 _
=-3 Zd[z]Vg(log |%|

+ (2l = W (s)) =7 (211 - We(s)))

— _%gflzdm

1o il i -
+527 (Z d (21— Wep(s)) (2 - ch(s))T) =
=0.

By solving for X3, we obtain
Zi\; i (ull = WTg (sl)) (ul!) — WTe (sl1))
>, di
Similar to Algorithm 1, we use
N 2 .
(S d) = o b2
SNl

as the demonimator to obtain an unbiased estimate of the
covariance.
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